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Large Language Models are the talk of the town
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Generative NLP: a long-sought grail
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● Language models have been around in NLP for tens of years

● From n-gram models to RNNs, LSTMs and the Transformer

Language Model
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Generative NLP: a long-sought grail
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prompt

Language Model

ChatGPT è un        modello del linguaggio 
?

modello   del   linguaggio

                                                           generated text
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Una grande rete neurale

The ingredients of a Large Language Model

19

Un enorme corpus di testi
(dal Web)

Un’elevata capacità di 
calcolo

Numerosi esempi di 
richieste/istruzioni e risposte
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In simple words (and pictures)…

24

The animal didn’t cross … 
What does “it” refer to?

animal

It refers to
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Applications of LLMs

25

● Machine Translation
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Applications of LLMs
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● Machine Translation
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● Machine Translation

● Automatic text writing (emails, reports, articles, books)

Applications of LLMs
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● Automatic text writing (emails, reports, articles, books)

● Code generation
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● Machine Translation

● Automatic text writing (emails, reports, articles, books)

● Code generation

● Text summarization

Applications of LLMs
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● Machine Translation

● Automatic text writing (emails, reports, articles, books)

● Code generation

● Text summarization

● Text rewriting / paraphrasing

Applications of LLMs
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Applications of LLMs

● Chatbot (ChatGPT, but also automatized customer services)

● Problem solving

● Personalized storytelling

● Question Answering for virtual assistants and search engines

● Speech recognition (dubbing, dictation, etc.)

● Content moderation: spam, toxic, inappropriate language

● Multimodal processing (from caption/query to image and vice versa)

All this and more in a few seconds!

32

Many more!
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Emerging capabilities of LLMs

33

● I LLM non sono addestrati direttamente per acquisire certe capacità
● Ma dimostrano capacità sorprendenti come:

○ calcoli aritmetici
○ traslitterazione IPA
○ task di comprensione del linguaggio (NLU)

● Semplicemente osservando grandissime moli di dati
● Senza modifiche architetturali o addestramenti specifici per i task
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● I LLM non sono addestrati direttamente per acquisire certe capacità
● Ma dimostrano capacità sorprendenti come:

○ calcoli aritmetici
○ traslitterazione IPA
○ task di comprensione del linguaggio (NLU)

● Semplicemente osservando grandissime moli di dati
● Senza modifiche architetturali o addestramenti specifici per i task
● Tuttavia le misure utilizzate non danno credito ai risultati parziali

Emerging capabilities of LLMs
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Limits of Large Language Models

36

Lack of common sense
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Limits of Large Language Models

37

Lack of common sense
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Limits of Large Language Models
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Lack of common sense
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Limits of Large Language Models
Polysemy, common sense, and fact checking
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Limits of Large Language Models
Polysemy, common sense, and fact checking
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Limits of Large Language Models

41

Humour, common sense and semantics
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Limits of Large Language Models
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Humour, common sense and semantics
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Limits of Large Language Models
Debiasing, ethical choices and common sense

43
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Limits of Large Language Models
Debiasing, ethical choices and common sense

44
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Assessing Large Language Models’ Safety through Red Teaming

45

The ALeRT dataset (Tedeschi et al. 2024)
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Limits of Large Language Models

● They repeat based on language patterns learnt at scale

● Without truly understanding meaning

● Without a real communicative intent

● Costly from an energy and environmental standpoint

● They reiterate and amplify the bias present in texts

● They raise important ethical issues

46

Stochastic parrots
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Limits of Large Language Models

● They repeat based on language patterns learnt at scale

● Without truly understanding meaning

● Without a real communicative intent

● Costly from an energy and environmental standpoint

● They reiterate and amplify the bias present in texts

● They raise important ethical issues
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Stochastic parrots

all active research areas in 
NLP and beyond!
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LLMs are (for the moment) disconnected from reality

● LLMs are not connect to concepts associated with nor experience tangible, 
real-world objects and events

● Without such relations, meaning and intent understanding cannot be 
properly acquired or utilized

48
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On Meaning, Form, and Understanding in the Age of Data

“The language exchanged by A and B is a projection of their communicative intents 
through the meaning relation into linguistic forms.”

Bender and Koller, 2020
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On Meaning, Form, and Understanding in the Age of Data

“The language exchanged by A and B is a projection of their communicative intents 
through the meaning relation into linguistic forms.”

Bender and Koller, 2020



Scirè, Ghonim and Navigli  - FENICE - ACL (2024)

       FENICE: Factuality Evaluation of summarization based 
on NLI and Claim Extraction (just accepted at ACL 2024)

54

Then, leveraging Natural Language Inference (NLI), FENICE aligns each extracted claim with 
evidence from the source text, assigning a factuality score:

             Claim Extraction

● “I Promessi Sposi” revolves around the 
plight of Renzo and Lucia.

● Renzo and Lucia are two lovers.

         [...]
● Don Abbondio declares: “This 

marriage is not to take place”
         [...]

           
           Evidences from the source text:

“I dream of the day Renzo and Lucia can 
finally be together, as husband and wife, free 
from all these troubles."
[...]
"Lucia, my dear, how can you ask me to 
forget? Every moment away from you is an 
eternity. 
[...]
“Mark now,” said the bravo in a low voice, but 
in a tone of command, “this marriage is not to 
take place, neither tomorrow, nor at any other 
time.”

SCORE = 0.99, FACTUAL

SCORE = 0.91, FACTUAL

SCORE = -0.83, UNFACTUAL

NLI alignments
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How to reason?

55

https://arxiv.org/pdf/2312.11562
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Bonus - if time allows

57
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Why a Pre-Trained LLM in Italian?

58
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Why a Pre-Trained LLM in Italian?

59

● Language-Specific Nuances and Syntax
○ Capturing unique grammatical, syntactic, and semantic 

characteristics
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Why a Pre-Trained LLM in Italian?
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● Language-Specific Nuances and Syntax
○ Capturing unique grammatical, syntactic, and semantic 

characteristics
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Why a Pre-Trained LLM in Italian?

61

● Language-Specific Nuances and Syntax

● Cultural and Contextual Relevance
○ Text in a language talks about its culture
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Why a Pre-Trained LLM in Italian?

62

● Language-Specific Nuances and Syntax

● Cultural and Contextual Relevance

● Vocabulary and Morphology
○ E.g. agglutinative languages or forms

○ Variants, regional forms, etc. not available from a machine 
translation
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Why a Pre-Trained LLM in Italian?

63

● Language-Specific Nuances and Syntax

● Cultural and Contextual Relevance

● Vocabulary and Morphology

● Reduced Bias Transfer
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Why a New Pre-Trained Model at All?!?

● Creating the know-how on model pre-training
○ What are these issues to address?
○ Which engineering choices are optimal?
○ What lessons can be learned?
○ How to spread this knowledge?

64
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Why a New Pre-Trained Model at All?!?

● Creating the know-how on model pre-training

● Analyzing and validating the content of the training text
○ Statistics
○ Filtering
○ Impact of data selection
○ Data gathering and creation
○ Data gathering and creation
○ Data gathering and creation
○ Data gathering and creation
○ Data gathering and creation
○ Etc. (among which, data gathering and creation)

65
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Why a New Pre-Trained Model at All?!?

● Creating the know-how on model pre-training

● Analyzing and validating the content of the input text

● Enabling work on next-generation LLMs
○ Going beyond the current limits of models
○ Addressing issues like:

■ hallucinations
■ grounding
■ interpretability
■ trustworthiness
■ factuality

66
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FAIR LLM Meeting in Rome, 18th December 2023

67

Open source and fully documented

Language-only and Multimodal

Different tiers: Italian-only, Italian-English, 
European languages

Next-generation technology for 
trustworthiness and interpretability

All sizes: from 100M to billion parameters
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What? (Now)

A family of Large Language Models trained from scratch on Italian data.

Already out:

● Minerva-350M-base-v1.0: a “very small” language model (350 million 

params) trained on 35 billion tokens in Italian and 35 billion tokens in English.

● Minerva-1B-base-v1.0: a “small” language model (1 billion params) trained on 

100 billion tokens in Italian and 100 billion tokens in English.

● Minerva-3B-base-v1.0: a language model (3 billion params) trained on 330 

billion tokens in Italian and 330 billion tokens in English.

https://huggingface.co/sapienzanlp/Minerva-350M-base-v1.0
https://huggingface.co/sapienzanlp/Minerva-1B-base-v1.0
https://huggingface.co/sapienzanlp/Minerva-3B-base-v1.0
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Some numbers: Tokenizer Fertility
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Some numbers: Performance
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What should we work on?

71

● Work on evaluation!!!
● Scalability
● Hallucinations and reliability
● Bias and fairness
● Domain specificity
● Multimodality
● Human-AI collaboration
● Regulation and data licensing
● Commonsense
● Reasoning
● Interpretability
● Explainability
● Accountability
● Education (!!!) and outreach
● And more!!!
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And now…

72
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And now…

73

cum grano 
salis!



That’s all folks!

Visit our website http://nlp.uniroma1.it and follow us on:

@RNavigli
@SapienzaNLP

http://nlp.uniroma1.it

