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Why Contestable AI?

(Argumentation-based)
Interactive Explanations!

Plan for this talk

What is Contestable AI?
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What can AI do today?

Vacuum clean

Recognise faces

Play (and win) games Answer queries
Debate

Translate across languages

Drive vehicles

Recognise speech

Detect & Diagnose 
Diseases

Provide legal assistance
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Can we trust AI?

AI=
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Black-box AI systems
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may learn (unwanted) artifacts

STOP

STOP
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may be (maliciously) manipulated

speed limit 45

Eykholt et al CVPR2018

Black-box AI systems
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may be biased
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30-40 years old, self-employed

30-40 years old, employed
DEN
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Black-box AI systems
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may hallucinate
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Black-box AI systems
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We need contestable AI

The Organization for Economic Cooperation and Development
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GDPR Article 22 (2018)
1. The data subject shall have the right not to be subject to a decision based solely on 
automated processing, including profiling, which produces legal effects concerning him or her or 
similarly significantly affects him or her.
2. Paragraph 1 shall not apply if the decision:
(a) is necessary for entering into, or performance of, a contract between the data subject and a 
data controller;
(b) is authorised by Union or Member State law to which the controller is subject and which also lays 
down suitable measures to safeguard the data subject’s rights and freedoms and legitimate interests; 
or
(c) is based on the data subject’s explicit consent.
3. In the cases referred to in points (a) and (c) of paragraph 2, the data controller shall implement 
suitable measures to safeguard the data subject’s rights and freedoms and legitimate interests, at 
least the right to obtain human intervention on the part of the controller, to express his or her point of 
view and to contest the decision.
4. Decisions referred to in paragraph 2 shall not be based on special categories of personal 
data referred to in Article 9(1), unless point (a) or (g) of Article 9(2) applies and suitable measures to 
safeguard the data subject’s rights and freedoms and legitimate interests are in place.
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Transparency and explainability (Principle 1.3) 
This principle is about transparency and responsible disclosure 
around AI systems to ensure that people understand when they 
are engaging with them and can challenge outcomes
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UK pro-innovation framework

Our framework is underpinned by 5 principles to guide 
and inform the responsible development and use of AI in 
all sectors of the economy:
•Safety, security and robustness 
•Appropriate transparency and explainability 
•Fairness 
•Accountability and governance 
•Contestability and redress 
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What is Contestable AI? 
A human may contest
1. The use of AI and/or the use of (private) data by AI

i. with a human (regulatory challenge)
2. The outputs of AI

i. with a human (regulatory challenge)
ii. directly with the AI (regulatory and/or computational challenge)
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What is Contestable AI - Computationally? 

M

E R G

IAI I Human
(AI)

The contested AI 
is equipped with 
• a model (M) 
• an explanation method (E)
• a redress method (R)

The contester (human or even AI) 
is equipped with 
• a ground generator for contestations (G)

Both contested AI and contester 
are able to interact (I) 14/32



(some) XAI solutions for E

rule-based explanation
        Career break= YES → DENIED 

DEN
IED
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Career break= YES
Age= 30-40
Employed= YES

Career-break?

YES NO

DENIED

APPROVED

Age <60?

YES NO

DENIED

Transparent 
surrogate model
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(some) XAI solutions for E

attribution-based explanation

DEN
IED
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Career break= YES
Age= 30-40
Employed=YES

Career break= YES
Age= 30-40
Employed= YES
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(some) XAI solutions for E

counterfactual explanation

DEN
IED
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Career break= YES
Age= 30-40
Employed= YES

Career break= No
Age= 30-40
Employed= YES
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algorithmic recourse =
(a form of contestability) 17/32



Explanations  need to be human-oriented
“Looking at how humans explain to each other can 
serve as a useful starting point for explanation in AI”

                                    Interactionist view of reasoning
                                    (for explanation)

Explanation in artificial intelligence: Insights 
from the social sciences. Miller; AJ Journal 2019 

AI HCI

Social 
Science

XAI
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Interactive explanations?

counterfactual 
explanation

DEN
IED
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Career break= YES
Age= 30-40
Employed= YES

Career break= No
Age= 30-40
Employed= YES

Had you taken no career 
break the mortgage would 
have been granted

Why was my 
mortgage 

application denied?

(One-shot) info-seeking!

APP
ROV

ED
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Interactive explanations?

DEN
IED
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Career break= YES
Age= 30-40
Employed= YES

Had you taken no career 
break the mortgage would 
have been granted

Why was my 
mortgage 

application denied?

Contestability!

But my career breaks 
were due to 

maternity leaves, 
are you not gender 

biased?
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Explanations  need to be human-oriented
“Looking at how humans explain to each other can serve as 
a useful starting point for explanation in AI”

                                    Interactionist view of reasoning (for explanation)

“the majority of what might look like causal attributions 
turn out to look like argumentative claim-backings”                       

Explanation in artificial intelligence: Insights 
from the social sciences. Miller; AJ Journal 2019 

Explaining in conversation: Towards an argument 
model. Antaki&Leudar. Journal of Social 
Psychology  1992

AI HCI

Social 
Science

XAI

Argumentation-based
Interactive Explanations
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Interactive explanations as 
computational argumentation

ADA (AAMAS 2019)
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Interactive explanations as 
computational argumentation
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Interactive explanations as 
computational argumentation

Abstraction
= argumentation 
framework

northrop grumman corp on 
Monday said it received a 10 
year $ 408 million army contract 
to provide simulated battle 
command training support to 
army corps commanders the 
latest award in…

Business
(65%)
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Human-readable
“debate”

red =attack
green =support

DAX 2020 (arxiv)
SpArX 2023 (ECAI)
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Interactive explanations as 
computational argumentation
northrop grumman corp on 
Monday said it received a 10 
year $ 408 million army contract 
to provide simulated battle 
command training support to 
army corps commanders the 
latest award in…

Business
(65%)
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Interactive (visual)
Explanation
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Interaction via Argumentative Exchanges

Private to ηPublic to μ and ηPrivate to μ

Exchange BAF ℬ!"μ’s Private QBAF 𝒬#" η’s Private QBAF 𝒬$"

𝑒𝑒

𝑎 𝑑
+ −

𝑎!
−

𝑑!
+

𝑒

𝑎 𝑑
+ −

𝑎"

𝑎 𝑑
+ −

+
𝑎"

+
𝑎!

−
𝑎"

+
𝑎!

−

(𝑎, 𝑒) 	→ ← (𝑑, 𝑒)(𝑎%, 𝑎) 	→ ← (𝑎&, 𝑎)← (𝑎&, 𝑎) (𝑎%, 𝑎) 	→

𝑡 = 0 𝑡 = 0 𝑡 = 0𝑡 = 1 𝑡 = 1 𝑡 = 1𝑡 = 2 𝑡 = 2 𝑡 = 2𝑡 = 3 𝑡 = 3 𝑡 = 3Σ# 𝑒 = + Σ$ 𝑒 = −−

Agent  μ (an AI system) Agent  η (a human)

Rago et al KR2023

• Formal frameworks to capture various forms of argumentation-based 
interactive explanations

• An (abstract) example:
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Forms of Redress (R) – (partial) access to model

• Data augmentation, retraining with updated data/loss function
• Costly, may not always be possible with legacy/inaccessible code (e.g. LLM)

• Fine tuning (systemic, post-hoc)

�

�

�

Lertvittayakumjorn, Specia, Toni, 
EMNLP2020 FIND:  Feature Investigation aNd Disabling 27/32
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Contesting Biases with FIND
• Dataset: Biosbias (Surgeon VS Nurse)

• Gender imbalance, bios against female surgeons and male nurses

• Human feedback: We asked MTurkers to select the class (amongst Surgeon, Nurse, either) 
of word clouds

• Result:  lower bias!
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Forms of Redress (R) – no access to inners of model
• aLLMs  (argumentative LLMs) Freedman et al, arxiv 2024
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Take-away messages

1. Contestability is crucial towards 
trustworthy AI

2. Computational argumentation 
can empower (various forms of) 
interactive contestability

Thanks for your attention.
Questions?

THANKS TO
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