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Pattern Mining in brief

G. Sterlicchio & F. A. Lisi | Condensed Representations for Contrast Sequential Pattern Mining in ASP

• Class of data mining tasks aimed at the discovery of interesting regularities in dataset
§ e.g., itemset mining, sequential mining, graph mining

• The interestingness measure of a pattern is, in most of the algorithms, the number of its
occurrences (frequency/support) in the dataset

• Frequent pattern mining: given a threshold k, interesting patterns are those that occur at least in k
data instances

• Our work: contrast sequential pattern mining



What is DPM
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Declarative Pattern Mining (DPM) is a stream of research aims at encoding pattern tasks in a declarative framework:

• (Guyet et al., 2014) explore a first attempt to solve sequential pattern mining in ASP

• (Gebser et al., 2016) use ASP for extracting condensed representation of sequential patterns

• (Samet et al., 2017) show a method for mining meaningful rare sequential patterns with ASP

• (Guyet et al., 2018) analyse ASP efficiency for sequential pattern mining and compare with constraint programming (CP)

• (Paramonov et al., 2019) combine dedicated pattern mining algorithms and ASP

• (Besnard and Guyet, 2020) address the task of mining negative sequential patterns in ASP

• (Lisi and Sterlicchio, 2022a 2022b) adapt the Guyet’s ASP encodings for SPM to address the requirements of an application in
the digital forensics domain

• (Lisi and Sterlicchio, 2022) show MASS-CP, an ASP-based approach to contrast pattern mining

• (Lisi and Sterlicchio, 2023) show MASS-CSP, an ASP-based approach to contrast sequential pattern mining



Sequential and Contrast Pattern Mining
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● Sequential pattern Mining: finding statistically relevant patterns between data examples where
the values are delivered in a sequence (Mooney and Roddick, 2013)
§ Values are discrete within a time series

● Contrast Pattern Mining: detecting statistically significant differences (contrast) between two or
more disjoint sets of transactions (Dong and Bailey, 2012)
§ Class labels are introduced to partition the dataset
§ Halfway between characterization and discrimination



Contrast Sequential Pattern Mining (CSPM)
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A contrast sequential pattern is defined as a sequential pattern that occurs frequently in one
sequences dataset but not in the others (Chen et al., 2022)

Given two sequences dataset 𝐷! labelled with class 𝐶! and 𝐷" with class 𝐶":
• the growth rate from 𝐷! to 𝐷" of a sequential pattern 𝑠 is 𝐺𝑅#! 𝑠 = $%&&($,)!)/|)!|

$%&&($,)")/|)"|

• the growth rate from 𝐷" to 𝐷! of a sequential pattern 𝑠 is 𝐺𝑅#" 𝑠 = $%&&($,)")/|)"|
$%&&($,)!)/|)!|

• the contrast rate of 𝑠 is 𝐶𝑅 𝑠 = max{𝐺𝑅#! , 𝐺𝑅#"}

A sequence 𝑠 is said to be a contrast sequential pattern if 𝐶𝑅 𝑠 ≥ 𝑚𝑖𝑛𝑐𝑟
• 𝑚𝑖𝑛𝑐𝑟 is the minimum contrast rate threshold



CSPM > example
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given 𝑠 =< 𝑎 𝑏 𝑐 > and 𝑚𝑖𝑛𝑠𝑢𝑝 = 2
• 𝑐𝑜𝑣𝑒𝑟(𝑠) = {1, 2, 3, 8}
• 𝑠𝑢𝑝𝑝(𝑠) = 4
• frequent sequential pattern

given 𝑚𝑖𝑛𝑐𝑟 = 2
• s𝑢𝑝𝑝(𝑠, 𝐶1) = 3
• s𝑢𝑝𝑝(𝑠, 𝐶2) = 1
• 𝐺𝑅#!(𝑠) = 3
• 𝐺𝑅#"(𝑠) = 0.33
• 𝐶𝑅(𝑠) = 3
• contrast sequential pattern for 𝐶!

ID Sequence Class

1 <a b a c d> C1

2 <a b c> C1

3 <c a b c> C1

4 <c> C1

5 <b c a a> C2

6 <c b a> C2

7 <c b a> C2

8 <a b a c b a> C2



Condensed Representations of CSPM
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● Problem: large number of patterns
§ redundant information
§ overlapping information
§ difficulty in interpretation
§ inefficiency in storing and processing

• Condensed representations summarize patterns w.r.t a dataset 𝐷 into a compact form without 
losing important insights
§ 𝑠 is maximal if there are no other patterns 𝑡 s.t. 𝑠 ⊆ 𝑡 𝑎𝑛𝑑 𝑠𝑢𝑝𝑝 𝑠, 𝐷 ≥ 𝑚𝑖𝑛𝑠𝑢𝑝𝑝
§ 𝑠 is closed if no other pattern 𝑡 exist s.t. 𝑠 ⊆ 𝑡 𝑎𝑛𝑑 𝑠𝑢𝑝𝑝 𝑠, 𝐷 = 𝑠𝑢𝑝𝑝(𝑡, 𝐷)



Condensed Representations of CSPM

G. Sterlicchio & F. A. Lisi | Condensed Representations for Contrast Sequential Pattern Mining in ASP

● Problem: large number of patterns
§ redundant information
§ overlapping information
§ difficulty in interpretation
§ inefficiency in storing and processing

• Condensed representations summarize patterns w.r.t a dataset 𝐷 into a compact form without 
losing important insights
§ 𝑠 is maximal if there are no other patterns 𝑡 s.t. 𝑠 ⊆ 𝑡 𝑎𝑛𝑑 𝑠𝑢𝑝𝑝 𝑠, 𝐷 ≥ 𝑚𝑖𝑛𝑠𝑢𝑝𝑝
§ 𝑠 is closed if no other pattern 𝑡 exist s.t. 𝑠 ⊆ 𝑡 𝑎𝑛𝑑 𝑠𝑢𝑝𝑝 𝑠, 𝐷 = 𝑠𝑢𝑝𝑝(𝑡, 𝐷)

Dataset 𝐷 Sequential 
patterns

Condensed 
reppresentations

Contrast Sequential 
Patterns



ASP in a nutshell
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• Logic programming paradigm under answer set (or “stable model”) semantics (Brewka et al., 2011)

• Highly declarative and expressive programming language, oriented towards difficult search
problems

• Powerful tool for solving problems in various domains such as planning, scheduling, reasoning
about actions, and knowledge representation

• In ASP, search problems are reduced to computing answer sets, and an ASP solver (i.e., a program
for generating stable models) is used to find solutions



ASP data encoding
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ID Sequence Class

1 <a b a c d> C1

2 <a b c> C1

3 <c a b c> C1

4 <c> C1

5 <b c a a> C2

6 <c b a> C2

7 <c b a> C2

8 <a b a c b a> C2

cl(1,c1). seq(1,1,a). seq(1,2,b). seq(1,3,a). seq(1,4,c). seq(1,4,d).
cl(2,c1). seq(2,1,a). seq(2,2,b). seq(2,3,c).
cl(3,c1). seq(3,1,c). seq(3,2,a). seq(3,3,b). seq(3,4,c).
cl(4,c1). seq(4,1,c).

cl(5,c2). seq(5,1,b). seq(5,2,c). seq(5,3,a). seq(5,4,a).
cl(6,c2). seq(6,1,c). seq(6,2,b). seq(6,3,a).
cl(7,c2). seq(7,1,c). seq(7,2,b). seq(7,3,a).
cl(8,c2). seq(8,1,a). seq(8,2,b). seq(8,3,a). seq(8,4,c). seq(8,5,b).          
seq(8,6,a).



ASP problem encoding
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From sequences to sequential patterns (Guyet et al., 2018)  

item(I) :- seq(_, _, I).

patpos(1).
{ patpos(X+1) } :- patpos(X), X < maxlen.
patlen(L) :- patpos(L), not patpos(L+1).
1 {pat(X, I): item(I)} 1 :- patpos(X).

:- patlen(L), L < minlen

occ(T, 1, P) :- seq(T, P, I), pat(1, I).
occ(T, L, P) :- occ(T, L,   P-1), seq(T, P, _).
occ(T, L, P) :- occ(T, L-1, P-1), seq(T, P, C), pat(L, C).

seqlen(T, L) :- seq(T, L, _), not seq(T, L+1, _).
support(T) :- occ(T, L, LS), patlen(L), seqlen(T, LS).
:- { support(T) } < th.

sequential pattern generation

pattern embedding

minsup constraint

minlen constraint



ASP problem encoding
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Keep only closed or maximal sequential patterns

% maximal
:- item(I), X = 1..maxlen+1, {ins(T,X,I) : support(T)} >= th.

% closed
:- item(I), X = 1..maxlen+1, {ins(T,X,I)} >= th, ins(T,X,I) : support(T).



ASP problem encoding
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From condensed sequential patterns to condensed contrast sequential patterns

card(Card, c1) :- Card = #count{T : cl(T, c1)}.
card(Card, c2) :- Card = #count{T : cl(T, c2)}. 

sup(Sup, c1) :- Sup = #count{T : support(T), seq(T, _, _), cl(T, c1)}.
sup(Sup, c2) :- Sup = #count{T : support(T), seq(T, _, _), cl(T, c2)}.

gr(inf, c1) :- sup(Sup1, c1), Sup1 != 0, sup(0, c2).
gr(inf, c2) :- sup(Sup2, c2), Sup2 != 0, sup(0, c1).
gr(@gr(Sup1, Card1, Sup2, Card2), c1) :- sup(Sup1, c1), card(Card1, c1), 

sup(Sup2, c2), card(Card2, c2), Sup1 > 0, Sup2 > 0.
gr(@gr(Sup2, Card2, Sup1, Card1), c2) :- sup(Sup1, c1), card(Card1, c1), 

sup(Sup2, c2), card(Card2, c2), Sup1 > 0, Sup2 > 0.

contr_pat(yes, Class) :- growth_rate(inf, Class).
contr_pat(@csp(Cr, mincr), Class) :- growth_rate(Cr, Class), Cr != inf.
:- contr_pat(no, c1), contr_pat(no, c2).

dataset cardinality

class support

growth rate

contrast rate



Evaluation: goal

G. Sterlicchio & F. A. Lisi | Condensed Representations for Contrast Sequential Pattern Mining in ASP

• Scalability tests to assess time and memory of condensed representations
• Comparison against MASS-CSP (Lisi and Sterlicchio, 2023)



Evaluation: datasets
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𝑑𝑒𝑛𝑠𝑖𝑡𝑦 =
| 𝐷 |
|Σ| 𝐷



Evaluation: results
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• Clingo as ASP platform
• Ubuntu 20.04.4
• AMD Ryzen 5 3500U @ 2.10 GHz,
8GB RAM



Final Remarks
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• CSPM explores sequential data and discovers meaningful patterns by highlighting differences
between groups of sequences

• Domains of application: market analysis, fraud detection, …

• The versatility of ASP:
§ addition/deletion of constraints allows the modelling of problem variants

§ development effort is lower

• Combinatorial explosion is involved in pattern mining and condensed representations can be a
solutions
§ decreasing of number of patterns

§ increasing of computational resources

● What’s next?
§ How can a hybrid approach improve performance?

§ How improving performance by optimizing embedding lookups?
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